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• ScanNetPR: derived from ScanNet with keyframe selection based on 
camera movement, then the RGB point clouds are generated from these 
selected keyframes

- Total: 807 different indoor scenes 
and 1,613 RGB-D scans 
- Training: 565 scenes, 1,201 scans 
and 35,102 keyframes 
- Validation: 142 scenes, 312 scans 
and 9,693 keyframes
- Test: 100 scenes, 100 scans 
and 3,608 keyframes

• Training Procedure
- Stage 1: train the semantic encoder and semantic decoder on the 

semantic segmentation task
- Stage 2: discard the semantic decoder and train the attention-guided 

feature embedding with the weights in the semantic encoder fixed
• Loss

- Lazy quadruplet loss

• Goal
  Indoor place recognition with RGB point clouds
• Challenges

- Limited amount of information caused by the close proximity of the 
sensor

- Similar appearance and structure among difference places
• Contributions

- Propose a 2-stage multi-task learning approach to 
utilize geometry, colour, implicit semantic features

- Introduced an adaptive feature aggregation with self-attention layers
- Comparison with a traditional feature-based method and four state-of-

the-art deep learning-based methods and significantly outperform all six 
methods.

• Main Components
- Semantic Encoder: 5 deformable 

kernel point convolution (KP-Conv) 
layers;

- Semantic Decoder: 5 layers of 
nearest upsampling followed by 
unary convolution;

- Attention-Guided Feature 
Embedding: 4 self-attention layers 
with 3 applied on features extracted 
from layer 2, 4, 5 and the other 
applied on their concatenation; and 
1 NetVLAD layer for feature 
aggregation.
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Evaluation

• Generating place recognition database
- Database point clouds are selected at least 3 meters apart
- Result in 236 database point clouds, 3,372 test point clouds

• Evaluation Criterion
- Threshold for successful retrievals: 3 meters
- Criterion: Top-K average recall rate (%)

• Comparison Counterparts
- Baseline: SIFT + BoW
- Advanced learning-based methods: CGiS-Net, Indoor DH3D, 

MinkLoc3D, PointNetVLAD, NetVLAD.
• Ablation Study
• Efficiency: AEGIS-Net converges after 20 epochs, CGiS-Net, on the 

other hand, needs 60 epochs. When restricting the training epochs to 20, 
CGiS-Net exhibits a significant performance degradation

• Attention Mechanism: Removing the self-attention layer before and 
after feature concatenation results a drastic drop in the place recognition 
performance. 
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